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Why we created InfoRanks
InfoRanks is Infoblox’s product for generating statistically significant, accurate rankings of 
popular domains. InfoRanks uses statistical inference techniques that circumvent the effect of 
data variability and noise to provide insight into a domain’s rank and its stability over time.

Rank lists of domains, IPs, and other criteria are widely used for security and internet 
applications. Infoblox, for example, has implemented a technique that relies on rank lists 
to determine whether a domain should or should not be allowed in its security products. 
Other organizations, such as security operation centers, use rank lists to verify the 
likelihood of a threat in their networks and to fill DNS resolver caches, which are used to 
improve performance. 

Rank lists based on observation counts are vulnerable to the instability of internet data. For 
the remainder of this paper, we will focus on the application of domain rankings and on ranks 
determined by counting and sorting, although these techniques generalize to other methods 
for determining ranks. 

The research that Infoblox and other organizations have conducted on publicly available 
rank lists, such as Amazon’s Alexa Top 1 Million domains, has shown that ranks can vary 
considerably in just a few days. In particular, ranks based on observation counts in a network 
can be affected by incorrectly collected data, congestion in the network, seasonality, user 
trends, and other factors. For example, observation counts might decrease due to a network 
configuration that reduces traffic to a domain, or they might increase as a result of a marketing 
campaign that drives traffic toward the domain. Moreover, internet traffic generally follows the 
distribution model predicted by Zipf’s law, which implies that as a domain loses popularity, 
small amounts of noise in the environment can have a major impact on the domain’s rank.
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This instability affects the performance of commercially available products and solutions that 
rely on such lists. In contrast, our ranking system for domains provides not only a range of 
plausible ranks but also the most likely single rank observed during a particular period. We 
use a statistical inference technique to create a statistically significant rank list that describes a 
domain’s stability over time and gives us relatively high confidence in the most likely rank.

We combine data collected over a period of time and use that data to define a rank’s 
confidence interval (CI) for each domain. With our method, a rank of a highly popular domain 
has a smaller CI and lower variation, which means that the rank is stable. We obtain these 
results by aggregating historical data and simulating its ranking with a bootstrap sampling 
technique. This approach generates repeated values that will be used to estimate the 
most likely rank. It also generates unbiased estimators by using a sampling technique with 
replacement, where each rank or value has the same probability of being selected in each 
round; this allows us to avoid selection bias. 

We can define how confident we want to be about a domain’s rank range. If we want to 
be highly confident, we can compute a 99% CI and create wider ranges for each rank; 
a 99% CI will generally have a strong statistical significance, 0.01%, because it incorporates 
more cases for the rank values. If we want to be less confident (that is, less strict) about the 
confidence level, we can choose a 90% CI, which will generate narrower ranges of ranks 
for a specific domain.

Using the bootstrap sampling technique allows us to meet the assumption that the data is 
normally distributed, and that the samples are selected randomly and are independent of each 
other. This data-driven approach is defensible because it allows us to specify how confident 
we want to be in the results, create ranks resistant to variability, and gain insight into the ranks’ 
stability over time.

Sources of instability
Suppose that the rank of a domain is defined as an index in a list of domains ordered by the 
number of daily DNS queries (observations) for each domain. The rank is likely to vary over 
several consecutive days, and the less popular the domain, the more the rank will vary. There 
are a number of sources of rank instability, some caused by the domain’s traffic and some by 
external factors.

An unavoidable cause of a rank’s instability is the natural distribution of DNS queries in a 
network. The frequency of DNS queries follows Zipf’s law, which is an inverse discrete power 
law distribution. The probability density function can be modeled as P(r) =Cr   -α, where α for 
internet domains is approximately 1.0 , C is a scaling constant, and r ≥ 0. According to this 
equation, the most popular domain would have rank 0, and this would imply that the count 
between consecutive iterations for a less popular domain would decrease by progressively 
smaller numbers. This opens the rankings up to perturbation caused by lost packets and 
minor differences in traffic. Moreover, the smaller the collection apparatus, the greater the 
perturbation. Because this distribution is discrete, every value must be an integer. The 
constant C reflects the size of the observation pool; small values of C create a distribution 
that turns flat quickly. 

The plot below shows the effect of Zipf’s law on various sizes of collection apertures for DNS 
domain data. Each data point in the plot also shows that rank data likely follows a broken 
power law distribution, which means the value for α might change. 
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Another way to think of this phenomenon is in terms of the counts themselves and of the 
necessity to consider runs in the counts during the creation of rankings. In this context, a run is 
a series of domains that have the same observation count. Under Zipf’s law, runs are inevitable: 
a frequency cannot continue to decrease from a fixed number of items without eventually 
repeating a count on consecutive ordered events. Again, the size of the collection aperture has 
a significant effect on the lengths of a run. Sources with a small collection of data are forced 
to soon have domains that are seen the same number of times, and this creates a run in their 
data. The diagram below compares this effect for systems of three sizes.
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For the purpose of computing ranks, Zipf’s law matters for multiple reasons. First, if we 
observe 100 domains the same number of times, what ranks do we assign to them? Traditional 
calculation assigns ranks in alphabetical order or randomly, and this immediately creates a 
variance of 100. Second, there are numerous sources of noise—on the internet in general, 
and in DNS specifically—including lost packets. With 1% packet loss, for example, possible 
fluctuations in domain counts might cause the ranks obtained through count-sort methods to 
vary widely over a few days. Domain counts in DNS are also affected by the records’ TTL (time 
to live), which is subject to caching, administrators’ actions, and other regular events. 

A domain’s rank is affected not only by variance in observation counts but also by external 
forces. For example, daily and even hourly spikes in traffic have been observed for websites 
for political campaigns during debates and voting days, for new as well as established websites 
during marketing campaigns, for websites of small newspapers during political scandals, 
and for sports websites during games. Malicious actors also cause variance in DNS traffic. 
For example, phishing domains typically have strong, short-lived spikes in traffic; malware 
command and control domains might operate over short periods or in cycles.

Finally, the environment in which the observation or collection of data is made can have a 
major impact on the accuracy and interpretation of ranks generated by simple counting. For 
example, data collected between authoritative name servers and recursive resolvers contains 
only cache misses from the recursive resolvers. The cache time, and whether the resolvers 
are configured to pre-fetch domains, will affect the count of observed queries. Similarly, data 
collected between a recursive resolver and clients, which might themselves be resolvers, 
contains queries that are not cache misses for the entire network.

Implementation of InfoRanks
Suppose that we have an environment where we observe DNS queries and that we can collect 
and count the domains at some regular interval, such as daily. These counts have noise due to 
natural and external factors (see above), and a ranking that is based on simple ordering is likely 
inaccurate. To compensate for these issues, we assume that the data contains noise that we 
can mitigate statistically over time; specifically, by making statistical measurements over several 
days, we can reduce the effect of outlier counts and converge on a statistically significant 
representative value and a range. This section describes that process.

Given the population of D domains observed over a set period of time, T (for example, several 
days), we want to determine the CI for the rank of each domain: D1,...., Dn. Each domain will 
have a daily rank — R1,....,RT — that is based on ordered observation counts or some other 
measure. If T is seven days, we have seven ranks for a specific domain, and we will use these 
ranks to compute our CI for each domain. Using CI = Xbar    Zɑ/2 * s, we obtain a CI’s lower 
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and upper boundaries, defined here as (r1,r2) or (min rank,max rank). To compute a CI, we 
need our data to follow an approximately normal distribution, as per the assumption made for 
this method. To approximate a normal distribution for the daily T ranks associated with each 
domain, we bootstrap the samples for each domain to generate S ≥ 30 repeated sampled ranks 
of size m each. We sample with replacement, to ensure that each rank has the same probability 
of being selected in each round. Using a randomized sampling technique to estimate the rank 
for each domain allows us to avoid having biased estimators for our ranks. 

For each Si daily rank sample of size m, for each Di domain, we compute the statistic of 
interest: in this case, the sample mean. The central limit theorem proves that with a large 
enough sample (usually 30 or larger), the sampling distribution of the mean follows a 
normal distribution.

Estimating the most likely rank
As an example, we will aggregate the daily ranks for domain example[.]com over seven days. 
The R1,....,RT daily ranks associated with this domain during the seven days are 2426, 2576, 
2426, 2576, 2576, 2521, and 2426. We take S repeated samples of size m, in this case 50 
repeated samples of size 30 each, by using bootstrap sampling with replacement, and we 
compute the mean for the 30 sampled daily rank elements within each of these 50 repeated 
bootstraps. The mean sampling distribution for the domain shows that we have approximately 
met the normalization requirement:

From the sampling distribution, we can obtain the maximum likelihood where the peak point 
is the highest probability of occurrence. We can use the maximum likelihood to infer the 
most likely true rank for the domain. Furthermore, we can determine the range of ranks that 
contains the most likely rank for the domain, without considering noise.
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CIs for ranks 
Using the sample statistic we have generated, and considering that the data is distributed 
normally, we can compute CIs for the normalized ranks of each domain. Recall that we now 
have the S-rank sampling statistic that we will use to obtain our CIs. With 95% confidence, we 
can confirm that 95% of the time, the S-rank statistic will fall between 2462 and 2535 for the 
seven days under consideration. With 99% confidence, the domain’s rank will fall between 
r1 + x and r2 + x for 99% of the time, resulting in a larger CI range. The distribution’s end tails 
that define the interval boundaries represent outliers and are least likely to appear due to the 
variance in the environment.
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In this case, the CI range is computed by subtracting the lower boundary from the upper: 
r2 - r1. By following the same process for all D domains in the list, we can obtain CIs and CI 
ranges for each domain. The next section shows the results and describes how rank certainty 
decreases with a domain’s popularity.

Analysis of variation in an interval range
The rank intervals allow us to obtain the interval range metric, r2 - r1, as a way of summarizing 
the information about a rank’s stability over time. The y-axis in the plot below shows the 
previously defined CI range, and the x-axis shows the domains ordered according to the most 
likely rank. The plot shows that as the domain loses popularity, the CI range widens. This 
occurs due to the direct relationship between a domain’s popularity and variability: the less 
popular a domain (that is, the larger the rank values), the higher the rank’s variability. Thus, 
ranks of unpopular domains have high variability.

Similarly, the more popular a domain, the smaller the CI range. This means that for highly 
popular domains, the ranks are more stable and the created CI ranges are narrower. 

As an example, google[.]com has ranks across 7 days (3, 4, 4, 4, 2, 4, and 4), and this 
generates a very narrow range of (3, 4). A range that is only one rank wide is very stable over 
time and would increase our confidence in defining this rank. Generic confidence, which can 
be stable, somewhat stable, or unstable, is based on measurable “believability” metrics that 
reflect confidence and variability of a domain rank over time. Having representative data 
collected over time, and having insights into stability, enable users to filter data according to 
their use cases.

This approach allows domain ranks to collide: that is, to be identical for different domains. 
A common approach used for observations that have the same counts is to order the data 
according to a random aspect, such as lexicography, and assign different ranks even if the 
domains have the same counts and should thus have the same rank. Our method provides 
accurate information because it allows indicators (in this example, domains) to have the same 
ranks. This is similar to having two second-place winners in a sports competition. 
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System analysis
With our approach, users can combine and select the data according to use cases. For 
example, to have domains with ranks that are highly stable over time, a user needs only to 
select domains whose ranks vary little. The rank ranges are used for providing insights about 
the stability of domains in a network.potential impact of a DDoS attack:

Example of InfoRanks vs. single ranks
This section illustrates the behavior and variability of estimated ranks over a period of 
time rather than a single day. The plot below shows that ranking domains by using a single 
day’s worth of data makes domains with high variance in ranks appear more popular than 
stable domains.
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Example of instability
Because ranks vary across days, an estimate based on a single rank is inaccurate. In contrast, 
rank intervals are not only accurate but also show a domain’s instability over time; this 
information helps users (1) assess the amount of variation in the DNS environment and (2) 
make decisions confidently, because they are based on stable information. Our approach 
circumvents the effect of noise, defined as the occurrence of a high rank due to a spike in 
traffic on a single day. As demonstrated in the plot below, which shows a sinkholed domain 
ranked highly in popularity on a single day, our approach pushes the domain to a lower 
popularity due to the instability of its rank.

Our customers can access InfoRanks through our Customer Service Portal.
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